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EXEMPLO 3

RECONHECIMENTO DE CARACTERES MANUSCRITOS

REDE NEURAL CNN
CONVOLUTION NEURAL 

NETWORK



The simplest example I know

from keras.datasets import mnist

from keras.layers import Dense, Flatten, Conv2D, MaxPooling2D

from keras.models import Sequential

model = Sequential()

model.add(Conv2D(32, kernel_size=(5, 5), strides=(1, 1),

activation='relu',

input_shape=input_shape))

model.add(MaxPooling2D(pool_size=(2, 2), strides=(2, 2)))

model.add(Conv2D(64, (5, 5), activation='relu'))

model.add(MaxPooling2D(pool_size=(2, 2)))

model.add(Flatten())

model.add(Dense(1000, activation='relu'))

model.add(Dense(num_classes, activation='softmax'))



batch_size = 128

num_classes = 10

epochs = 10

# input image dimensions

img_x, img_y = 28, 28

# load the MNIST data set, which already splits into train and test sets 

for us

(x_train, y_train), (x_test, y_test) = mnist.load_data()

model.fit(x_train, y_train,

batch_size=batch_size,

epochs=epochs,

verbose=1,

validation_data=(x_test, y_test),

callbacks=[history])

score = model.evaluate(x_test, y_test, verbose=0)

The simplest example I know







Example of MaxPool with 2x2 and a stride of 2

Convolutional layer



Convolutional Neural Networks

What makesCNNssospecial?

ÅBased on mammal visual cortex
ÅExtract surrounding-dependinghigh-order features.
ÅSpecially useful for: 
Å Images 
ÅTime-dependent parameters 

Speech recognition 
Signal analysis



Activation Functions

Adapted from

https://towardsdatascience.com/

activation-functions-neural-networks-1cbd9f8d91d6

Do not take advantage of Neural Nets for non linearities 

estimation. Useful in regression problems since is unbounded.

Hard to train, derivative vanishes.

Easily differentiable. In the last layers can be associated with 

probability.

Similar results as in sigmoid activations in intermediate layers. 

However, is numerically faster.

Tentative to avoid the vanishing of the ReLu derivative.

https://towardsdatascience.com/


Why Sigmoid for classification?



Why Sigmoid for classification?



Why Sigmoid for classification?



Some Loss intuition...

Consider the binary classification of red and greens. The True class probability of a 
set of z points is: 

Example adapted from : https://towardsdatascience.com/understanding-binary-cross-

entropy-log-loss-a-visual-explanation-a3ac6025181a



If the predicted probability of the true class gets closer to zero , the -
log( p(x))  increases exponentially .

Some Loss intuition...


